
QFT Beyond Fixed Order

Introduction to Bremsstrahlung and Jets

1. Radiation from Accelerated Charges

Soft Bremsstrahlung in Classical E&M, and in QED. The dipole factor & coherence.


2. Infrared Singularities and Infrared Safety

IR Poles & Sudakov Logarithms. Probabilities > 1. 

Summing over degenerate quantum states (KLN theorem). IRC Safety.


3. QCD as a Weakly Coupled Conformal Field Theory 

The emission probability; Double-Logarithmic Approximation

The no-emission probability; Sudakov Factor; exponentiation; example: jet mass.


4. Parton Showers

Differential evolution kernels; evolution scale; unitarity and detailed balance.

Sampling the Sudakov; perturbation theory as a Monte Carlo Markov Chain. 

Quantum Field Theory II

Applications and Phenomenology
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10.1 QBREMS

QHARD

• Bremsstrahlung propagators  
integrated over phase space      → 
logarithms


 


• → cannot truncate at any fixed order  if 
upper and lower integration limits are 
hierarchically different
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Recap: Large Logs in QCD
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๏Fixed-Order perturbative QCD requires Large scales (αs small 
enough to be perturbative → high-scale processes)
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For observables that involve scale hierarchies: need methods beyond fixed order

•Fixed-Order QCD also requires No hierarchies:

•

large

logs



Example: SUSY + Jets at LHC
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๏Naively, QCD radiation suppressed by αs≈0.1
•➙ Truncate at fixed order = LO, NLO, …

๏   But beware the jet-within-a-jet-within-a-jet …
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Example: SUSY pair production at LHC14, with MSUSY ≈ 600 GeV 

 100 GeV can be “soft” at the LHC⟹

► Naively, brems suppressed by αs ~ 0.1 
•  Truncate at fixed order = LO, NLO, … 
•  However, if ME >> 1  can’t truncate! 

► Example: SUSY pair production at 14 TeV, with MSUSY ~ 600 GeV 

•  Conclusion: 100 GeV can be “soft” at the LHC 
  Matrix Element (fixed order) expansion breaks completely down at 50 GeV 
  With decay jets of order 50 GeV, this is important to understand and control 

FIXED ORDER pQCD 

 inclusive X + 1 “jet” 

 inclusive X + 2 “jets” 

LHC - sps1a - m~600 GeV Plehn, Rainwater, PS PLB645(2007)217  

(Computed with SUSY-MadGraph) 

Cross section for 1 or 
more 50-GeV jets 
larger than total σ, 
obviously non-
sensical 

Alwall, de Visscher, Maltoni,  JHEP 0902(2009)017 

σ for X + jets much larger than 
naive factor-αs estimate

► Naively, brems suppressed by αs ~ 0.1 
•  Truncate at fixed order = LO, NLO, … 
•  However, if ME >> 1  can’t truncate! 

► Example: SUSY pair production at 14 TeV, with MSUSY ~ 600 GeV 

•  Conclusion: 100 GeV can be “soft” at the LHC 
  Matrix Element (fixed order) expansion breaks completely down at 50 GeV 
  With decay jets of order 50 GeV, this is important to understand and control 

FIXED ORDER pQCD 

 inclusive X + 1 “jet” 

 inclusive X + 2 “jets” 

LHC - sps1a - m~600 GeV Plehn, Rainwater, PS PLB645(2007)217  

(Computed with SUSY-MadGraph) 

Cross section for 1 or 
more 50-GeV jets 
larger than total σ, 
obviously non-
sensical 

Alwall, de Visscher, Maltoni,  JHEP 0902(2009)017 

σ for 50 GeV jets ≈ larger than 
total cross section 

→ what is going on?

All the scales are high,  GeV, so perturbation theory should be OKQ ≫ 1



Harder Processes are accompanied by Harder Jets
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๏Hard processes “kick off” showers of successively softer radiation

•Fractal structure: if you look at QJET/QHARD << 1, you will resolve substructure.

•So it’s not like you can put a cut at X (e.g., 50, or even 100) GeV and say: 
“Ok, now fixed-order matrix elements will be OK”


๏Extra radiation: 

•Will generate corrections to your kinematics

•Extra jets from bremsstrahlung can be important combinatorial background 
especially if you are looking for decay jets of similar pT scales (often, )


•Is an unavoidable aspect of the quantum description of quarks and gluons          
(no such thing as a “bare” quark or gluon; they depend on how you look at 
them)

ΔM ≪ M
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This is what parton showers are for 



Evolution Equations
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๏What we need is a differential equation

•Boundary condition: a few partons defined at a high scale (QF)

•Then evolves (or “runs”) that parton system down to a low scale (the 
hadronization cutoff ~ 1 GeV) → It’s an evolution equation in QF


๏Close analogue: nuclear decay

•Evolve an unstable nucleus. Check if it decays + follow chains of decays.
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In a shower context, the amplitude and phase-space factorizations above imply that we can interpret
the radiation functions (AP splitting kernels or dipole/antenna functions) as the probability for a radiator
(parton or dipole/antenna) to undergo a branching, per unit phase-space volume,

dP (�)

d�
= g

2

s C A(�) , (9)

where we use � as shorthand to denote a phase-space point. (If there are several partons/dipoles/antennae,
the total probability for branching of the event as a whole is obtained as a sum of such terms.)

An equally fundamental object in both analytical resummations and in parton showers is the Sudakov
form factor, which defines the probability for a radiator not to have any emissions between two scales,
Q1 and Q2,
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where it is understood that the integral boundaries must be imposed either as step functions on the
integrand or by a suitable transformation of integration variables, accompanied by Jacobian factors.

This has a very close analogue in the simple process of nuclear decay, in which the probability for a
nucleus to undergo a decay, per unit time, is given by the nuclear decay constant,

dP (t)

dt
= cN . (11)

The probability for a nucleus existing at time t1 to remain undecayed before time t2, is

�(t1, t2) = exp

✓
�

Z t2

t1

cN dt

◆
= exp (�cN �t) . (12)

This case is especially simple, since the decay probability per unit time, cN , is constant. By conservation
of the total number of nuclei (unitarity), the activity per nucleon at time t, equivalent to the “resummed”
decay probability per unit time, is minus the derivative of �,

dPres(t)

dt
=

�d�

dt
= cN �(t1, t) . (13)

In QCD, the emission probability varies over phase space, hence the probability for an atennna not to
emit has the more elaborate integral form of eq. (10). By unitarity, the resummed branching probability
is again minus the derivative of the Sudakov factor,

dPres(�)

d�
= g

2

s C A(�) �(Q2

1, Q
2(�)) , (14)

where Q
2(�) gives the value of the shower evolution scale (typically chosen as a measure of invariant

mass or transverse momentum, see the section on ordering below) evaluated on the phase-space point
�.

In shower algorithms, branchings are generated with this distribution, starting from a uniformly
distributed random number R 2 [0, 1], by solving the equation,

R = �(Q2

1, Q
2) , (15)

6

In a shower context, the amplitude and phase-space factorizations above imply that we can interpret
the radiation functions (AP splitting kernels or dipole/antenna functions) as the probability for a radiator
(parton or dipole/antenna) to undergo a branching, per unit phase-space volume,

dP (�)

d�
= g

2

s C A(�) , (9)

where we use � as shorthand to denote a phase-space point. (If there are several partons/dipoles/antennae,
the total probability for branching of the event as a whole is obtained as a sum of such terms.)

An equally fundamental object in both analytical resummations and in parton showers is the Sudakov
form factor, which defines the probability for a radiator not to have any emissions between two scales,
Q1 and Q2,

�(Q2

1, Q
2

2) = exp

 
�

Z Q2
2

Q2
1

dP (�)

d�
d�

!
= exp

 
�

Z Q2
2

Q2
1

g
2

s C A(�) d�

!
, (10)

where it is understood that the integral boundaries must be imposed either as step functions on the
integrand or by a suitable transformation of integration variables, accompanied by Jacobian factors.

This has a very close analogue in the simple process of nuclear decay, in which the probability for a
nucleus to undergo a decay, per unit time, is given by the nuclear decay constant,

dP (t)

dt
= cN . (11)

The probability for a nucleus existing at time t1 to remain undecayed before time t2, is

�(t1, t2) = exp

✓
�

Z t2

t1

cN dt

◆
= exp (�cN �t) . (12)

This case is especially simple, since the decay probability per unit time, cN , is constant. By conservation
of the total number of nuclei (unitarity), the activity per nucleon at time t, equivalent to the “resummed”
decay probability per unit time, is minus the derivative of �,

dPres(t)

dt
=

�d�

dt
= cN �(t1, t) . (13)

In QCD, the emission probability varies over phase space, hence the probability for an atennna not to
emit has the more elaborate integral form of eq. (10). By unitarity, the resummed branching probability
is again minus the derivative of the Sudakov factor,

dPres(�)

d�
= g

2

s C A(�) �(Q2

1, Q
2(�)) , (14)

where Q
2(�) gives the value of the shower evolution scale (typically chosen as a measure of invariant

mass or transverse momentum, see the section on ordering below) evaluated on the phase-space point
�.

In shower algorithms, branchings are generated with this distribution, starting from a uniformly
distributed random number R 2 [0, 1], by solving the equation,

R = �(Q2

1, Q
2) , (15)

6

Decay constant Probability to remain undecayed in the time interval [t1,t2]
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Physical decay rate per unit time

(respects that each of the original nuclei can 
only decay if not decayed already)

= 1� cN�t+O(c2N )

∆(t1,t2) : “Sudakov Factor”



The Sudakov Factor
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๏In nuclear decay, the Sudakov factor counts: 

•What fraction of nuclei remain undecayed after a time :


๏The Sudakov factor for a parton system “counts”:

•The probability that the parton system doesn’t evolve (branch) when we run the 
factorization scale (~1/time) from a high to a low scale (i.e., that there is no state change) 

t
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Evolution probability 
per unit “time”
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Probability to remain undecayed in the 
time interval [t1,t2]

1. Replace  by proper QCD / QED branching densities (e.g., our dipole factor)


2. Replace  by proper definition of “shower evolution scale” ~ resolution scale.


3. Cast as Markov Chain Monte Carlo: sample  steps stochastically + iterative state changes.

cN

t
t



i

j

k

a

b

hard processPartons ab 
→ 

“collinear”
|MF+1(. . . , a, b, . . . )|2

a||b! g2sC
P (z)

2(pa · pb)
|MF (. . . , a+ b, . . . )|2

 = DGLAP splitting kernels, with  = energy fraction = P(z) z Ea /(Ea + Eb)

/ 1

2(pa · pb)

+ scaling violation: gs2 → 4παs(Q2)

Gluon j 
→ “soft”:|MF+1(. . . , i, j, k. . . )|2

jg!0! g2sC
(pi · pk)

(pi · pj)(pj · pk)
|MF (. . . , i, k, . . . )|2

Coherence → Parton  really emitted by  colour dipole: eikonal j (i, k)

Apply this many times for successively softer / more collinear emissions ➜ QCD fractal

1. What are the Shower Evolution Kernels?
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Most bremsstrahlung is driven by 
divergent propagators → simple 
universal structure, independent of 
process details 


Amplitudes factorise in singular limits: 

Peter Skands UniversityMonash

Bremsstrahlung



(Types of Showers)
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Pq→qg(zi)
sqg

+
Pq→qg(zk)

sgq̄

Not a priori coherent.


+ Angular ordering restores 
azimuthally averaged eikonal

One term for each parton

Note: this is (intentionally) oversimplified. Many subtleties (recoil strategies, gluon parents, initial-state partons, and mass terms) not shown.

2 2

-co
llin

ear
 lim

it

ij -c
ol

lin
ea

r l
im

it

jk

DGLAP

Two terms for each 
colour connection

Coherent by 
construction

𝒦qg,q̄(zq)
sqg

+
𝒦q̄g,q(zq̄)

sgq̄

partitioning of eikonal

Dipole (CS/Partitioned)

2sqq̄

sqgsgq̄
+

1
s (

sgq̄

sqg
+

sqg

sgq̄ )
One term for each 
colour connection

Coherent by 
construction

eikonal term collinear terms

Antenna

Factorisation of 
(squared) amplitudes 

in IR singular limits

(leading colour)

Full ME (modulo nonsingular terms)



2. What is time?
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๏We are working in momentum space

•Resolution variable should be an energy scale  ~ 


๏ In the example with jet mass, we ran the diff eq in . This “resummed” the logarithms of .


๏For a parton shower, want a “universal” (observable-independent) measure

•Exact choice is ambiguous. Dictates which specific “logs” our shower will resum.

•No naked singularities:  must vanish in all unresolved (infrared and collinear) limits.


•

Reasonable to resum “biggest” (double) logs: motivates  


๏ (Note: other choices also possible, eg “angular ordering”, other pT definitions, …)

Q 1/t

τ τ

Q

Q2 ∼
1

dipole factor
∼

sijsjk

sijk

Peter Skands UniversityMonash

Geometric mean of 
propagator virtualities

“ARIADNE” pT

Used by VINCIA shower 
developed at Monash

≡ p2
⊥A



3. Cast as iterative Markov-Chain algorithm
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Born {p} :  partons

But instead of evaluating O directly on the Born final state, 

first insert a “showering operator”

Most showers, with the exception of ARIADNE and the Winter–Krauss shower [32], are based on
collinear factorization, which is to say 1 → 2 branching in shower evolution. (PYTHIA 8 combines
a 1 → 2 splitting probability with a 2 → 3 phase-space mapping.) In the present paper, we continue
the development of a leading-log (LL) parton shower [33] based on dipole antennæ, that is 2 → 3
branching. We choose a simpler context than hadron collisions, that of electron–positron collisions.
This allows us to set aside the questions of initial-state emission as well as those of the underlying
event.

In sec. 2, we describe in greater detail the ingredients needed for such a shower, as well as our
normalization conventions, and compare the origins of different singularities and corresponding log-
arithms in different shower formalisms. We also discuss the different matching approaches in more
detail. In sec. 3, we discuss the evolution integral, and show how to cast it in a general form whose
specializations correspond to a wide variety of interesting evolution variables. We then solve the re-
sulting evolution equation. In sec. 4, we discuss the shower algorithm, as well as improvements that
can be made to its logarithmic accuracy. In sec. 5, we discuss the details of matching the dipole-
antenna shower to tree-level matrix elements, at both leading and subleading color. The procedure
we use to evaluate the remaining perturbative uncertainties is described in sec. 6, and in sec. 7, we
comment on hadronization; in sec. 8, we compare the results of running the unitarity-based approach
implemented in VINCIA to LEP data and to PYTHIA 8. We make some concluding remarks in sec. 9.

2 Nomenclature and Conventions

In this section, we introduce the basic elements of our perturbative formalism, which is largely based
on ref. [33]. First, in sec. 2.1, we illustrate how the KLN theorem may be used to rewrite the coeffi-
cients of perturbation theory as the expansion of an all-orders Markov chain, using NLO as an explicit
example. Then, in sec. 2.2, we briefly describe each of the ingredients that enter our dipole-antenna
shower formalism.

2.1 Perturbation Theory with Markov Chains

Consider the Born-level cross section for an arbitrary hard process, H , differentially in an arbitrary
infrared-safe observable O,

dσH
dO

∣∣∣∣Born
=
∫

dΦH |M (0)
H |2 δ(O −O({p}H)) , (1)

where the integration runs over the full final-state on-shell phase space of H (this expression and
those below would also apply to hadron collisions were we to include integrations over the parton
distribution functions in the initial state), and the δ function projects out a 1-dimensional slice defined
by O evaluated on the set of final-state momenta which we denote {p}H (without the δ function, the
integration over phase space would just give the total cross section, not the differential one).

To make the connection to parton showers, and to discuss all-orders resummations in that context,
we may insert an operator, S , that acts on the Born-level final state before the observable is evaluated,
i.e.,

dσH
dO

∣∣∣∣S
=
∫

dΦH |M (0)
H |2 S({p}H ,O) . (2)

Formally, this operator — the evolution operator — will be responsible for generating all (real and
virtual) higher-order corrections to the Born-level expression. The measurement δ function appear-
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Born

+ shower S : showering operator

{p} :  partons

Most showers, with the exception of ARIADNE and the Winter–Krauss shower [32], are based on
collinear factorization, which is to say 1 → 2 branching in shower evolution. (PYTHIA 8 combines
a 1 → 2 splitting probability with a 2 → 3 phase-space mapping.) In the present paper, we continue
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cients of perturbation theory as the expansion of an all-orders Markov chain, using NLO as an explicit
example. Then, in sec. 2.2, we briefly describe each of the ingredients that enter our dipole-antenna
shower formalism.

2.1 Perturbation Theory with Markov Chains

Consider the Born-level cross section for an arbitrary hard process, H , differentially in an arbitrary
infrared-safe observable O,

dσH
dO

∣∣∣∣Born
=
∫

dΦH |M (0)
H |2 δ(O −O({p}H)) , (1)

where the integration runs over the full final-state on-shell phase space of H (this expression and
those below would also apply to hadron collisions were we to include integrations over the parton
distribution functions in the initial state), and the δ function projects out a 1-dimensional slice defined
by O evaluated on the set of final-state momenta which we denote {p}H (without the δ function, the
integration over phase space would just give the total cross section, not the differential one).

To make the connection to parton showers, and to discuss all-orders resummations in that context,
we may insert an operator, S , that acts on the Born-level final state before the observable is evaluated,
i.e.,

dσH
dO

∣∣∣∣S
=
∫

dΦH |M (0)
H |2 S({p}H ,O) . (2)

Formally, this operator — the evolution operator — will be responsible for generating all (real and
virtual) higher-order corrections to the Born-level expression. The measurement δ function appear-

3

H = Hard process

Unitarity: to first order (in perturbation theory), S should do nothing:
S({p}H ,O) = � (O �O({p}H)) + O(↵s)

Standard Born-Level Matrix-Element calculation of  (for 
some generic observable ):

dσ/d𝒪
𝒪



๏Actually, we know the all-orders probability that nothing 
happens:


๏Build this in, with  = probability that state does change:dΔ/dt

The Shower Operator
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Sudakov Factor

(Exponentiation)

S({p}X,O) = δ(O −O({p}X))

S({p}X,O) =

(

1 −
∫ thad

tstart

dt
dP
dt

)

δ(O−O({p}X)) +

∫ thad

tstart

dtX+1
dP

dtX+1
δ(O−O({p}X+1))

S({p}X,O) = ∆(tstart, thad)δ(O−O({p}X))−
∫ thad

tstart

dt
d∆(tstart, t)

dt
S({p}X+1,O)

P =

∫

dΦX+1

dΦX

wX+1

wX

∣

∣

∣

∣

PS

PDGLAP =
∑

i

∫

dQ2

Q2
dz Pi(z)

PAntenna =

∫

dsijdsjk

16π2s

|M3(sij, sjk, s)|2

|M2(s)|2

∆(t1, t2) = exp

(

−
∫ t2

t1

dt
dP
dt

)

(Markov Chain)

S({p}X,O) = δ(O −O({p}X))

S({p}X,O) =

(

1 −
∫ thad

tstart

dt
dP
dt

)

δ(O−O({p}X)) +

∫ thad
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dtX+1
dP

dtX+1
δ(O−O({p}X+1))

S({p}X,O) = ∆(tstart, thad)δ(O−O({p}X))−
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dt
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dt
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∫
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dΦX
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∣

∣
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Q2
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S({p}X,O) = δ(O −O({p}X))

S({p}X,O) =

(

1 −
∫ thad

tstart

dt
dP
dt

)

δ(O−O({p}X)) +

∫ thad

tstart

dtX+1
dP

dtX+1
δ(O−O({p}X+1))

S({p}X,O) = ∆(tstart, thad)δ(O−O({p}X))−
∫ thad

tstart

dt
d∆(tstart, t)

dt
S({p}X+1,O)

P =

∫

dΦX+1

dΦX

wX+1

wX

∣

∣

∣

∣

PS

PDGLAP =
∑

i

∫

dQ2

Q2
dz Pi(z)

PAntenna =

∫

dsijdsjk

16π2s

|M3(sij, sjk, s)|2

|M2(s)|2

“Nothing Happens”

“Something Happens”

“Evaluate Observable”→ 

“Continue Shower”→ 



2. Generate another Random Number, 


To find second (linearly independent) phase-space invariant


Solve equation  for  (at scale ),  with   


Rz ∈ [0,1]

Rz =
Iz(z, t)

Iz(zmax(t), t)
z t Iz(z, t) = ∫

z

zmin(t)
dz′￼

dΔ(t′￼)
dt t′￼=t

A Shower Algorithm*
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๏1. For each evolver, generate a random number 

•Solve equation  for t  (with starting scale )


๏Can be done analytically for simple splitting kernels, 

๏else numerically and/or by trial + veto (“the veto algorithm”)


๏→ stochastically sampled scale  for next (trial) branching

R ∈ [0,1]
R = Δ(t1, t) t1

t

Peter Skands UniversityMonash
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Figure 1: Contours of constant value of the antenna function, ā0ijk for qq̄ → qgq̄ derived from Z decay
as function of the two phase-space invariants, with an arbitrary normalization and a logarithmic color
scale. Larger values are shown in lighter shades. The (single) collinear divergences sit on the axes,
while the (double) soft divergence sits at the origin.

factor, and ā0ijk is a generic color- and coupling-stripped dipole-antenna function, with superscript 0 to
denote a tree-level quantity. The three-particle matrix element is averaged azimuthally (over φ). Note
that our use of lower-case letters for the antenna function is intended to signify that it corresponds to
what is called a sub-antenna in ref. [36] for which lower-case letters are likewise used2.

For illustration, contours of constant value of ā0qgq̄(s, sqg, sgq̄) as derived from Z decay are shown
in fig. 1, over the 2 → 3 phase space, with an arbitrary normalization and a logarithmic color scale.
This function is called A0

3 in ref. [36] and is identical to the radiation function used for qq̄ → qgq̄
splittings in ARIADNE. One clearly sees the large enhancements towards the edges of phase space,
with a double pole (the overlap of two singularities, usually called soft and collinear) sitting at the
origin, and single singularities (soft or collinear) localized on the axes.

Writing the coupling factor as g2 = 4παs and combining it with the phase space factor, eq. (12),
we have the following antenna function normalization

a0IK→ijk(s, sij, sjk) ≡
1

√
λ
(
s,m2

I ,m
2
K

)
αs

4π
Cijk ā0ijk(s, sij , sjk) . (15)

That is, we use the notation ā for the coupling- and color-stripped antenna function, and the notation
a for the “dressed” antenna function, i.e., including its coupling, color, and phase-space prefactors.

Note that g2×(phase-space normalization) leads to a factor αs/(4π) independently of the type of
branching. As we believe that the formalism becomes more transparent if the origin of each factor
is kept clear throughout, we shall therefore use this factor for all branchings, instead of the more
traditional convention of using αs/(2π) for some branchings and αs/(4π) for others. Obviously, this
convention choice will be compensated by our conventions for the color factors and antenna-function
normalizations, such that the final result remains independent of this choice.

2Thus, in the notation of ref. [36], our dipole-antenna functions would be ā0
3 = A0

3, d̄03 = d03, ē03 =
1
2E

0
3 , f̄0

3 = f0
3 , and

ḡ03 =
1
2G

0
3.
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t

t1

3. Generate a third Random Number, 

Solve  for . Can now do 3D branching; construct tentative branched state.


Accept/Reject based on full kinematics. Update . Update state (if accept).

Rϕ ∈ [0,1]
Rφ = φ/(2π) φ

t1 = t

 is called the “primitive function”Iz

Branching 
phase space

*No time to explain Monte Carlo integration / sampling methods so must be taken on faith here

(t,z)

Repeat.
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Quarks

Gluons

Apologies; this is multiplicity not jet mass 
(did not have time to make new plot)

(Parton-Shower Algorithms)

Start from a Born-level parton 

configuration, or “hard process". 

Simulate bremsstrahlung by 

stochastic sampling of Sudakov 
factors; adding branchings iteratively, 
ordered in decreasing “resolution” 

(e.g.  pT)

Can include full phase space, recoils, 

mass effects, running , …, 
matching to hadronisation models 

and even detector simulations. 

∝

αs

The workhorses of collider 
phenomenology

Application: Quark-Gluon Jet Discrimination

13

๏Can use our simple jet-mass calculation to ask a fundamental question: 
can we tell a quark-initiated jet apart from a gluon-initiated one? 


•Jet mass for quark-initiated jets: analytical result 


•DLA  same result for gluon jets, but with octet colour charge Casimir CA ~ 2CF→

Peter Skands UniversityMonash

If we break up the forbidden triangle into N equal-area regions then the area of any one
region is

Area of region i =
1
2 log

2 ⌧

N
, (14)

because the area of the triangle is 1
2 log

2 ⌧ . Then, to forbid any emission in all regions, we
multiply these probabilities together:

P (no emissions) =

 
1 �

↵s
⇡

CF
2 log2 ⌧

N

!N

. (15)

Taking the limit as N ! 1, this transmogrifies into an exponential:

P (no emissions) = exp


�↵s

⇡

CF

2
log2 ⌧

�
. (16)

This is just equal to the cumulative probability

P (x < ⌧) = exp


�↵s

⇡

CF

2
log2 ⌧

�
. (17)

Note that this is exponentially suppressed as ⌧ ! 0. This object is called the Sudakov form
factor [15].

To find the probability distribution, we just di↵erentiate:

p(⌧) =
d

d⌧
exp


�↵s

⇡

CF

2
log2 ⌧

�
= �↵sCF

⇡

log ⌧

⌧
exp


�↵s

⇡

CF

2
log2 ⌧

�
. (18)

We’ve tamed all the infinities! The Sudakov form factor is an explicit sum over all degenerate
states with soft/collinear gluon emission. The probability distribution is finite, and in fact
0 for ⌧ ! 0.

Before concluding this lecture, I want to connect this to a fundamental problem in jet
physics: discrimination of quark-initiated jets from gluon-initiated jets. We can perform the
same exercise for gluon jets, and we find the cumulative distribution:

Pg(x < ⌧) = exp


�↵s

⇡

CA

2
log2 ⌧

�
. (19)

The only change is replacing CF by CA, which is the color Casimir for the adjoint represen-
tation (the color carried by the gluon). Schematically, the distributions of ⌧ for the quark
and gluon jets look like:

qu
ar

k

gluon

�

p(�)
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On Probability Conservation a.k.a. Unitarity

15

In Showers: Imposed by Event evolution:  “detailed balance”

When (X) branches to (X+1): Gain one (X+1). Lose one (X). ➜ A “gain-loss” differential equation.


Cast as iterative (Markov-Chain Monte-Carlo) evolution algorithm, based on universality and unitarity.


With evolution kernel ~  (typically a soft/collinear approx thereof)


Evolve in some measure of resolution ~ hardness, 1/time … ~ fractal scale

|Mn+1 |2

|Mn |2

p⊥, Q2, Eθ, …

๏Probability Conservation: P(something happens) + P(nothing happens) = 1

Peter Skands UniversityMonash

Compare with NLO (e.g., in previous lecture)

P.  S k a n d s

From Legs to Loops

๏Parton Showers: reformulation of pQCD corrections as gain-loss diff eq. 
•Iterative (Markov-Chain) evolution algorithm, based on universality and unitarity 

•With evolution kernel ~            (or soft/collinear approx thereof) 

•Generate explicit fractal structure across all scales (via Monte Carlo Simulation) 
•Evolve in some measure of resolution ~ hardness, virtuality, 1/time … ~ fractal scale 
•+ account for scaling violation via quark masses and gs

2 → 4παs(Q
2
)

12

Kinoshita-Lee-Nauenberg:  
(sum over degenerate quantum states = finite: infinities must cancel!) 

Neglect non-singular piece, F → “Leading-Logarithmic” (LL) Approximation

Unitarity: sum(probability) = 1

→ Can also include loops-within-loops-within-loops … 
→ Bootstrap for approximate All-Orders Quantum Corrections!

Z � 3 jets:

qk

qi

qi

gjk
a

qk

qi

qi

gik
a

8

Z � 2 1-loop:

qk

qi

qk

gik
a

qi

qk

qk

16

Loop = �
Z

Tree + F

|Mn+1|2

|Mn|2

2Re[M(1)M(0)⇤]
���M(0)

+1

���
2

2Re
h
M(1)M(0)⇤

i ���M(0)
+1

���
2

     

KLN:  sum over degenerate quantum 
states = finite; infinities must cancel)

Showers neglect  → “Leading-Logarithmic” (LL) ApproximationF

“Nothing happens” “something happens”

Typical choices

 for “finite”F



Optional: Gluons on the Lund Plane ➤ Origami Diagrams
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๏Illustration

•In QCD, gluons are 
themselves 
charged, so can 
radiate further 
gluons

•➤ Each gluon 
“adds” new phase 
space

•➤ Lund plane turns 
into an “origami 
diagram”

•(Also note the  
vertical axis now 
goes the way)
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Figure 1: Di↵erent representations for two jets. Top: the particles inside the jet. Middle:

the full Lund diagram. Bottom: the primary Lund plane. See text for further details.

of the corresponding particle. The black particle (a) is the primary particle, i.e. the one

that initiated the jet. Particles (b) and (c) are emissions inside the jet.

The middle representation gives the full Lund diagrams for each of the two jets. The

phase-space for emission from each particle is represented as a triangle in a ln� and ln kt
plane, where � and kt are respectively the angle and transverse momentum of an emission

with respect to its emitter. The triangles are colour-coded to match the colours of the

particles in the upper row. The black triangle represents the primary phase space, i.e.

emission from (a) (our classification of which particle emits which other ones is based

on the concept of angular ordering of emissions). Considering the left-hand jet, the blue

particle (b) in the jet is represented as a blue point at the appropriate (�, kt) coordinate

on the (black) triangle associated with its emitter (a). The blue particle has its own phase-

space region, the blue triangle, which is known as a secondary Lund triangle, or “leaf”

where the particle could have, but in this case didn’t, emit. Similarly for the red particle,

(c), which is also emitted from (a). In contrast, for the right-hand jet, (c) was emitted from

(b) and so its point appears on the (secondary) blue triangle associated with particle (b),

while its red phase-space triangle emerges as a tertiary triangle, or leaf, o↵ (b)’s triangle.

Finally, the bottom diagram shows the primary Lund plane, which contains just the

– 3 –

Illustrations from Dreyer, Salam, Soyez, arXiv:1807.04758
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Optional: Measurement of the Lund Plane for QCD Jets
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are most di�erent at small values of kt , particularly for soft-collinear splittings at the transition between
perturbative and nonperturbative regions of the plane. The ability of the LJP to isolate physical e�ects is
highlighted in Figure 3(b), where as emissions change from wide-angled to more collinear, the distribution
passes through a region sensitive to the choice of PS model, and then enters a region which is instead
sensitive to the hadronization model. Figures 3(c) and 3(d) show regions dominated by nonperturbative
e�ects. The P����� samples describe the data in the collinear region of the jet core well, but all simulations
fail to describe the softest, widest-angle emissions, which are characteristic of contributions from the
underlying event. The P����� 8.186 and S����� 2.2.1 predictions are not shown, but are consistent
with the P����� 8.230 and S����� 2.2.5 (Lund string hadronization) predictions, respectively. These
observations indicate that the LJP may provide useful input to both perturbative and nonperturbative model
development and tuning.
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Figure 2: The LJP measured using jets in 13 TeV pp collision data, corrected to particle level. The inner set of axes
indicates the coordinates of the LJP itself, while the outer set indicates corresponding values of z and �R.
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Uniform density not 
that easy to see, in 

practice…

Question(s): why?

ln
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hard & wide-

angle

soft-
collinear
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UE,
MPI

ln(R/∆R)

non-pert. (small kt : zθ ≲ Λ
QCD)

(a) Schematic representation of the LJP.
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(b) Ratio of varied parton shower algorithms.
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(c) Ratio of varied hadronization models.
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(d) Ratio of varied matrix elements.

Figure 1: (a) Schematic representation of the LJP. The line z✓ . ⇤QCD roughly indicates the transition between
regions where either perturbative (z✓ > ⇤QCD) or nonperturbative (z✓ < ⇤QCD) e�ects are expected to dominate.
“UE/MPI” denotes the region where sources of nearly uniform radiation are relevant. (b) The ratio of the Lund jet
plane as simulated by the H����� 7.1.3 MC generator with either an angle-ordered parton shower or a dipole parton
shower. (c) The ratio of the Lund jet plane as simulated by the S����� 2.2.5 MC generator with either the AHADIC
cluster-based or Lund string-based hadronization algorithm. (d) The ratio of the LJP as simulated by either the
P�����+P����� 8.230 or P����� 8.230 MC generators. The inner set of axes indicate the coordinates of the LJP
itself, while the outer set indicate corresponding values of z and �R.
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